A CHAIN OF INTERACTING PARTICLES UNDER STRAIN
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Abstract. We investigate the behaviour of a chain of interacting Brownian par-
ticles with one end fixed and the other moving away at slow speed € > 0, in the
limit of small noise. The interaction between particles is through a pairwise poten-
tial U with finite range b > 0. We consider both overdamped and underdamped
dynamics.
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1. INTRODUCTION

The behaviour of a Brownian particle moving in a potential well and acted upon by a
linearly increasing force is widely used to model the mechanical failure of molecular bonds
arising in dynamic force spectroscopy experiments [LCST07, DFKU03, REB106, Fri08].
This began with the work of Bell [Bel78] and was developed further by Evans and Ritchie
[ER9IT].

Let g5 denote the length at time s of a bond that is fixed at one end and has a harmonic
spring attached to the other. If the spring moves linearly at speed € > 0, the motion of g5
is typically modelled according to an SDE of the form

dQS = (_U,(QS) + 65) ds + UdWs s

where U(q) denotes the bond energy (e.g. Lennard-Jones potential), Wy is a standard
Brownian motion and o > 0 is the (small) noise intensity. Note that this model assumes
the motion is overdamped. Rupture of the bond corresponds to the first time ¢, escapes
from the stable well of the effective, time-dependent potential, H(q,es) = U(q) — esq.
The effect of the external force is to lower the barrier height of H, thus making escape
more likely. The main objective is to study the distribution of first-breaking times and
how the mean first-breaking time scales with the pulling speed €. Typically, two pulling
speed regimes are considered.

For very slow pulling, the particle is able to escape the well through a large deviation
event before the potential has changed significantly and the energy barrier is still large. In
order to apply the standard theory valid for time-independent potentials [Kra40, Eyr35,
BEGKO04, FW98], the adiabatic approximation is used: at any given time s, the bond
has an instantaneous rate of rupture, k(s), and the probability of survival until time s,
denoted P(s), decays according to P(s) = —k(s)P(s). Note that 1/k(s) is the usual
Eyring-Kramers formula [Kra40, Eyr35, BEGKO04] applied to H at time s.

As the speed of pulling increases, the energy barrier at the time of rupture becomes
smaller. If pulling is sufficiently fast, the barrier may be close to vanishing completely
when rupture occurs. This means that the external force, given by es, is almost equal to
the maximum slope of U, which occurs at the point of inflection between its minimum and
maximum, i.e. maximum slope is U’(cp), where U”(cg) = 0. For times s at which es is
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close to this critical force, the effective potential H is almost cubic near its minimum. This
leads to a different rupture rate than that given above, although still calculated within
the Kramers framework.

It is interesting to consider what happens as the pulling speed increases yet further
and the Eyring-Kramers formula is no longer applicable, nor the adiabatic approximation
underpinning the above approach. In this paper, we consider this situation in a model
related to that above. More precisely, we consider a chain of two identical bonds in series
with one end fixed and the other being pulled at a constant rate e. Both overdamped and
underdamped dynamics are treated. We are interested in which of the two bonds breaks
first and how this depends on € and the noise intensity o. As above, the dynamics near
the inflection point of the bond energy U play an important role and will be the focus of
our analysis. Roughly, we find that for ¢ > ¢*/3, the right-hand bond breaks first, while
for € < 0%/3, both have an equal probability of breaking in the limit of small noise. Thus
e = 0%/ represents the threshold at which the adiabatic approximation becomes valid.

To our best knowledge, the first work to tackle rigorously such models of bonds under
an external, time-dependent force was [AB09]. There the authors consider a similar model
of two bonds in series as above, but with an additional assumption that U is cut-off strictly
convex. The breaking event corresponds to the first time one of the two bonds exceeds the
range of U. Roughly speaking, it is shown that for € > o, the chain always breaks on the
right-hand side, whereas for ¢ < o, each bond has an equal chance to break in the small
noise limit. Thus the threshold between the different types of behaviour is different from
that found in the present work, where the bond energy U is taken to be smooth (but also
with finite range). In principle, the results of [AB09] can be extended to arbitrarily many
bonds in series [All10].

The behaviour of several bonds in series has also been considered by many authors, for
both time-dependent and -independent external forces. The situation when the external
force is constant, i.e. one initially stretches the chain by some amount and then fixes
both endpoints, has been considered for harmonic potentials [Lee09] and Lennard-Jones
potentials [SDGO06]. In the harmonic case, it is shown analytically and numerically that
the probability to break at either endpoint is half that of breaking at any non-extremal
point, which all have the same probability. In the Lennard-Jones case, the motion is not
assumed to be overdamped, i.e. the authors consider the equation

mi(s) = —mdi(s) — G (a(s) + VEIGs) 2P N1,

where the W; are independent Brownian motions, ¢(s) = (g;(s))}Y, € R is the chain
configuration, with ¢; and g constant, and H is the total potential energy of the chain.
It is assumed beforehand that one bond is close to breaking and all others are close to
minimal energy so that a quadratic approximation can be used for H. Then the breakage
rate is calculated, alongside simulations, using a multi-dimensional version of Kramers’
theory developed by Langer [Lan69]. These show that the breakage rate is lower the
closer the chosen weak bond is to the chain endpoints. However, the simulations also
show that the harmonic approximation for H may fail for bonds near the breaking bond,
which the authors there suggest may explain some discrepancies between the theory and
simulations. As they point out, Langer’s theory, as well as the classical Kramers theory
for a single particle, requires a harmonic approximation for H.

The case of a chain with one end fixed and a linearly increasing force applied at the
other end has been considered by Fugmann and Sokolov in [FS09b, FS09a] to model the
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mechanical failure of a polymer chain. More precisely, they consider the vector ¢(s) =
(qi(s))Y, € RN*L with gy = 0, which evolves according to the SDE

OH
dgi(s) = ~3 (q(s),es)ds +odWi(s), 1<i< N,
qi
where H(q,es) is the time-dependent potential energy of the chain, given by
H(Qu 85) = Z U(Qz - QJ) —E&SQN ,

0<i<j<N

and U is the Morse potential. A break is said to occur when ¢(s) overcomes an energy
barrier of the effective potential, H. Numerically, they show that for a high pulling speed,
g, only the right half of the chain contributes to the breaking event and the probability
increases as you move towards the right. For smaller ¢, they show that the breakpoint is
more uniformly distributed along the whole chain. In their analysis, they assume that the
rupture dynamics of different bonds are independent and then apply the one-dimensional
theory. The only thing left to do then is to analyse how much force each bond feels, which
depends on the pulling speed. For lower pulling speeds, it is assumed that each bond feels
the same force, whereas for higher pulling speeds the chain is approximated by a harmonic
chain.

This paper is organised as follows. In Section 2, we introduce our model and deduce
equation (2.2), which is our main object of study. Our results are then stated in Theorems
2.1, 2.2 and 2.3. In Sections 3, 4 and 5 we give the proofs.

The following notation is used in this paper:

e By z1(t,e) < z2(t,e) we mean that for two functions z;(¢,¢), x2(t,€), defined for
t in an interval I and 0 < & < g¢, there exist constants c+ > 0 such that

c_xa(t,e) < x1(t,e) < craa(t,e)

forallt € I and 0 < € < &p.
e By 0,(1) we mean that lim,_,0,(1) = 0.
e 11 < o means that there exists a constant ¢ > 0 such that czy < xo for z1, 2 >0
sufficiently small.
e 11 < x9 means that 1 = o(x2).
We shall write P09 to denote probability conditioned on the relevant process
starting at time ¢y in position qg.
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grant. V.B. is supported by EPSRC Fellowship EP/D07181X/1. M.H. gratefully acknowledges
support by the EPSRC through an Advanced Research Fellowship EP/D071593/1.

2. THE MODEL AND MAIN RESULTS

Three particles, qr, ¢ and qr in R, interact with each other via a pairwise potential U.
We assume that U is smooth with finite range b > 0 and a unique minimum at 0 < a < b,
with U”(a) > 0. We also assume that there is a unique ¢y € (a,b) such that U”(cy) = 0.
The particle gy, is fixed at the origin and the position of gr at time s > 0 is given by
qr(s) = 2a(1 + es), where € > 0 is a small parameter. We study the behaviour of the
middle particle, with position at time s given by gs. Initially, it has position gy = a so that



4 MICHAEL ALLMAN, VOLKER BETZ AND MARTIN HAIRER

the distance between neighbouring particles is a. The middle particle evolves according
to an SDE of the form

dgs = psds ,

H
a—q(ps, gs,€8)ds + o dWy ,

where Wy is a standard one-dimensional Brownian motion with Wy = 0, ¢ > 0 is the noise
intensity, # € R and H(p, q,€s) is given by

Sﬁ_ldps = —psds —

2
H(p,q.5) = 5+ U(q) + U(2a(1 +25) = q)

Rescaling time as ¢ = €s, this is the same in law as solving

1
th = —Pt dt )
)

€’Bildpt = —épt dt — i%f]l(pt, qdt, t) dt + % th .

The length of the chain (qr,q,qr) increases linearly with ¢. Clearly, if we wait a long
enough time, the distance between ¢ and at least one of its neighbours must become
greater than the range of U. In this case, these particles no longer interact and the chain
can be considered broken. Since U has a minimum at a, it is energetically preferable for ¢
to move towards either g7, or qr. Letting ¢ = &(0), our aim is to determine how the speed
of pulling affects which of these two possibilities occurs in the limit as ¢ | 0.

We easily check that the configuration of equally spaced particles satisfies 0, =
0, agH > 0 until time g, where a(1 4+ tg) = ¢p. Thus until this time it is a stable
configuration and so we expect ¢, ~ a(l + typ). For t > ¢, this configuration becomes
unstable and new minima emerge. So we expect ¢; to quickly move away from the chain
midpoint and towards one of these newly formed minima. Note that as a function of ¢,
H is symmetric about ¢ = a(1 + t), but its time-dependence introduces asymmetry as we
shall see. Once ¢ has approached one of these new minima, we expect it to stay there
as the energy barrier to escape becomes higher. The evolution of the chain, therefore, is
determined by its behaviour around the bifurcation of H at t = tg, which we shall now
consider.

Letting z; = a(1 +t) — ¢, we express the term 0H/0q appearing in (2.1) in terms of z.
By a Taylor expansion in space, we find

(2.1)

o t) =U'(a) ~ U'(2a(140) ~ )
=U'(a(l+1t) —2z) —U'(a(l +t) + 2)
~ 20" (a(1 + 1))z — %U(‘l)(a(l F))28

Assuming that there is 0 < T < tq such that for t € [tg—T,to+7T], U® (a(1+1)) is negative
and bounded away from zero (see comment below), we have by a Taylor expansion in time,

—2U"(a(1 + £))z — éU(‘*) (a1 + )28 ~ 2a(t — to)z — C2

We remark that this assumption about U® (a(1 + t)) should not have much effect. At
most, the right-hand side above would have a +Cz} term appearing, but in either case
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this term is very small for z and t — ¢y close to zero, which is where most of our analysis
will take place.

Making the space and time transformations ¢ = a(l1+t¢) —q, p =a—p/e and t = t — 1y,
as well as normalising constants to one, we arrive at the SDE

dgr = pedt
1 . o 2.2

5ﬂdpt:—ptdt+g(tqt—qf+€)dt+%th ) (2:2)
This will be our main equation for the rest of this paper. By the above discussion,
understanding how its solution behaves will be a good indication of the behaviour of
the original chain. Equation (2.2) represents the motion of the particle ¢ in the potential
(1/2)V(g,t) := (1/e)(—3tq®+1q*) with an additional +1 force giving the particle a small
bias towards the right. This force comes from pulling the chain (g1, ¢, gg) and corresponds
to the fact that in the absence of noise, ¢ does not just stay at the chain midpoint a(1+t),
but lags behind by a small amount.

Rephrasing the discussion after (2.1), the function V represents the energy of a given
chain configuration. For negative times, the origin, corresponding to equally spaced par-
ticles, minimises V. When ¢ = 0, V undergoes a symmetric pitchfork bifurcation at the
origin. For positive times, V has two minima located at ++/t. For ¢t > 0 large enough
these minima at ++/¢ correspond to the configurations where ¢ is a distance a from ¢z, or
qR, respectively, and more than b from the other. In terms of (2.2), the aim of this paper
can be roughly stated as to determine whether ¢ moves towards ++/t or —v/t as t becomes
positive, which corresponds to the chain ‘breaking’, and how it is affected by the speed of
pulling.

There are several ways in which one may rigorously define the chain to break. One
possible definition is that the chain breaks as soon as the distance between ¢ and one
of its neighbours exceeds the range of the pairwise potential U. Then the chain either
breaks on the right- or left-hand side, depending on whether gg — ¢ > b or ¢ — q;, > b,
respectively. This was used in [AB09]. Alternatively, one may consider the chain to break
as soon as the chain configuration reaches a neighbourhood of one of the energy minima
that emerges after the bifurcation. In the above formalism, this means the process ¢
reaching a neighbourhood of ++/t. We shall avoid making this choice by instead giving
a precise description of the behaviour of ¢; that contains more information than any of
these possible definitions.

Equation (2.2) in full is not something we can treat. But there are two obvious simpli-
fications: the first is to omit the ¢} term in the equation for p, leading to a linear equation
that can be solved explicitly; the second is to neglect mass, taking e’dp = 0, and consider
the overdamped equation. We treat both of these and obtain satisfactory results.

Taking o = e*t1/2 for o > —1/2, we firstly consider the linear SDE

dgf = p} dt
1 (2.3)
ePdp) = —p dt + ~(tgf + &) dt 4 AW .

Denoting by P? the law of the solution with vanishing initial condition at time s < 0, we
have the following result:

Theorem 2.1. Let ¢) be the solution of (2.3). If a > 1/4 then
lim lim inf P* { lim ¢ = +oo} —1,
t—o0

el0 s——00
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while if « < 1/4 then
lim lim inf P* { lim ¢f = —|—oo} = lim lim inf P* { lim ¢f = —oo} =1/2.
t—o00 t—o0

el0 s——o0 el0 s——o0

This theorem shows that the threshold between fast and slow pulling regimes is given
by a = 1/4 and is independent of 3. However, we also note that if we start the processes
at a finite negative time —7', then neglecting mass does have an effect, but only for 5 < 0.
Indeed, for —1 < 8 < 0 and zero initial conditions, the threshold becomes o = (1 + /3)/4
(see [Al110]). This result has some clear limitations: for t > 0, ¢¥ shoots off quickly to
+o0 as the drift becomes ever more repelling, while the solution of (2.2) is prevented from
doing this by the nonlinear term and so is more likely to return to the origin.

Secondly, we neglect the mass term °dp in (2.2) and consider the one-dimensional
overdamped equation .

o
dgy = —(tas — ¢ +e)dt + 7 dw; . (2.4)

Again letting P denotes the law of the solution with vanishing initial condition at time
s < 0, we have

Theorem 2.2. Let g, solve (2.4). There exist constants ci,y > 0 such that if t; =

civ/ellno| then
(1) (Fast Pulling) for any o*/3|Ino|?/? < (o) < 1,
T _
it { ot 5> 7} =1
(2) (Slow Pulling) for any o%|Inco|® < e(o) < o¥/3|Ino|~13/6,

s ipp 9 Y
P{tingft\/{s>7} 2’_0

qt 1
PPSsup —=< —yp—=|=0.
{tlgpt t 7} 2‘

lim lim sup
ol0 s——00

and

lim lim sup
o0 s——o0

Letting o = e*T1/2 above gives a = 1 /4 as the threshold between the different regimes,
as found in Theorem 2.1. We also remark that the threshold between fast and slow pulling
regimes here differs from that in [AB09], where it is roughly ¢ = o. This difference can be
attributed to the bifurcation of V: for ¢ near zero, V is almost flat and so the additional
+1 force requires slower pulling, or stronger noise, to be counteracted than it does in
[AB09], where the potential has positive curvature bounded away from zero.

Having considered two simplifications of (2.2), we finally return to the full solution itself.
Intuitively, by taking § large, the effect of the mass term & should become small and the
solution should behave like that of the overdamped equation (2.4). So if we show that for
suitably large (3, the difference between the two solution stays small, we can use Theorem
2.2 to tell us about (2.2). This leads us to the following result:

Theorem 2.3. Let ¢; solve (2.2) with 5 > 2. There exist constants c1,y > 0, independent
of B and o, such that for t1 = c1\/e|Ilno| and any ty > ti,
(1) (Fast Pulling) if 0*/3|Ino|?/3 < (o) < 1 then
lim lim inf P* {t inf 2 > fy} =1,

o0 s——00 1St<t2 4/t
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(2) (Slow Pulling) while if 0 < 6 < 8/2 — 1 and 0% 0+2) <« ¢(0) < 0*/3|Ing|~13/6
then

lim lim sup
ol0 s——oco

sf e @ el
P{tlglrtlfgtz\/i>7} 1/2)_0

and

lim lim sup ‘IP’S{ sup & —’y} — 1/2' =0.
ol0 s——o0 t1 <t <ta VI

Note that we only consider finite time intervals here and that there is a slight difference
between the lower bound on ¢ in (2) above and in Theorem 2.2(2). This second point
is related to the fact that the mass is of the form ¢?. However, it does not affect the
threshold between the two regimes.

We finally note that (2.2) is not suitable for considering the chain ‘breaking’ due to a
large deviation event. In that case, our expansion of the potential is not valid.

3. THE LINEAR MODEL

In this section, we give the proof of Theorem 2.1 and are therefore dealing with equation
(2.3). This equation is simple enough to have an explicit solution in terms of Airy functions
Ai(t), Bi(t) (see [dlm07]): using the fact that both Ai(z) and Bi(z) solve the equation
w”(z) = zw(z), and that the Wronskian Ai'(¢)Bi(t) — B’ (¢)Ai(t) = 1/7, it can be checked
that the process

t
(t) =me1728)/3 (—Ai(t(s,ﬁ)) / e 297" Bi(s(e, B))(ds + e*dW,)
—0oQ
. 1 ) (3.1)
#Bie(e,5) [ e HOOT NiGs(e, B)fs + <)

—0o0
is the (almost surely unique) solution of (2.3) with zero initial conditions and starting
time sent to —oco. Above, we have set s(e, 3) = e~ (1+#)/3(s 4 £178/4). The semi-infinite
stochastic integrals are to be understood as limits of finite stochastic integrals from —7" to
t as T — oo. The existence of a limit process ¢°(¢) of this procedure, for all ¢ in intervals
[-S,00), S > 0, is easy to see in the present case: Clearly, when —oo is replaced by
—T, (3.1) defines a Gaussian Markov process on [—T', 00), with mean and variance readily
calculated (albeit with long formulas, which is why we do not display them here). By
using the asymptotic expansions

Ai(s) = 2\1/7?3_1/4 e 25%%/3 (14 0(s723)) | s>1 (3.2)
Bi(s) = %5—1/4 2B 4 02y, s> 1 (3.3)
Ai(s) = \/17?|s|_1/4 cos(2|s?/3 — /) (1+O(|s|7#3)),  s< -1 (3.4)
Bi(s) = \_/;T|s|_1/4 sin(2|s]*?/3 —w/4)(1+O(|s|7%3)), s< -1 (3.5)

it is clear that the distribution of ¢; at any time —S converges to a non-degenerate Gaussian
as T'— oo, and thus (3.1) is well-defined.
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The behaviour of ¢° as t — oo can be described in a straightforward way by considering
the ‘renormalized process’

1 e%tsfﬁ

i) = —=557 Bi(t(&ﬁ))qo(t) .

Indeed, we then have

Proposition 3.1. lim; . §; exists almost surely, and is a Gaussian random variable with

mean
S(148)/3 o= g5e! ¢ (3.6)

and variance

V= 2a+(1+ﬁ)/3 1 gl=28 /OO es€(1_25>/3 A1(8)2 ds . (37)

Proof. Let us first investigate the deterministic integrals in (3.1). Since Bi(s) < Bi(t) for
s < t and t > 0, we have that the deterministic integral in the first line of (3.1), after

renormalisation, is bounded by Ai(t(e, 3)) fioo e 712 ds for large enough ¢, and thus
converges to zero as t — oo due to (3.2). It is known [dlm07] that [*_ eP¥Ai(s)ds = er’/3

for all p > 0, and thus the limit of the corresponding (renormalized) integral in the second
line of (3.1) is given by

[ e Ailsle ) ds = R [ b s = Db

Clearly, this is also the limit of E(~( )) as t — oo.
The stochastic integrals in g(t) are given by

t
/ f1 dWs , Jz(t) = 8a/ fQ(S) dW

with
Ai(t(e, B)) . =B /2 . =B /2
h(t) = =————=, fi(s) = Bi(s(g, 8)) e*® 2 fa(s) = Ai(s(e, B)) % 2
)= Ty - (5= Bis(e. 1) (5) = Ai(s(e, )
By the time change 7 (t) = £2® f fE(s)ds, Ji(t) equals h(t)B,, (1) in distribution, where
B, is a standard Browman motlon By the law of the iterated logarithm,

lim su ()] =
p =
t—o00 h \/2T1 lnlnﬁ t)

almost surely. Again using Bi(s) < Bi(¢) for s <t and t > 0, we find

BV < Ailt(e, §)e ( / sSfﬁds)m,

—0o0

(3.8)

which by (3.2) converges to zero superexponentially fast. By (3.3) it is easy to see that
Inln 7 (t) grows only proportionally to Int, and thus the denominator on the left-hand
side of (3.8) converges to zero. It follows that Ji(t) — 0 as ¢ — oo almost surely. Ja, on
the other hand, is a square-integrable martingale, and thus converges almost surely. Each
Ja(t) is Gaussian, and thus so is the limit. It has mean zero and variance

= [T peds = [ o iGs(e )R as

The same change of variable that was employed to get (3.6) yields (3.7). O
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Since Bi(t)e~! diverges as t — oo, Proposition 3.1 means lim;_,o |¢°(t)] = co almost
surely. Whether the divergence is to plus or minus infinity is determined by the sign of
Goo = limy_y00 Gt- oo is a Gaussian random variable with mean m = m(e) > 0 given
by (3.6), and variance v = v(e) given by (3.7). Thus if lim._,om(e)//v(e) = oo, then
lim. 0 P(lim; o0 ¢°(t) = +00) = 1, as the distribution of G, concentrates on the positive
half line. On the other hand, if lim. o m(e)/+/v(e) = 0, then lim. o P(lim; .o, ¢°(¢) =
+00) = 1/2, as the distribution of Go, becomes spread out and P(Gs > 0) — 1/2 as e — 0.

We now determine the circumstances under which each of the above cases occurs. Define

o0
J(p) = / e?Ps Ai%(s) ds .
We have

Lemma 3.2. There exist constants ¢ and co such that
() Ty o0 /28 J(p) = 1,
(ii) lim, o p"/2e=2P"/3 J(p) = ca.

Proof. Consider first the case p — oco. Then,
1
/ o2ps Ai?(s) ds p1/2 o—20°/3 < C o 20°/3+2p p1/2 0
—00

as p — 0o. For s > 1 we use (3.2) and find

* ) 1 * 3/2/342ps —1/2 —3/2
e Ai*(s)ds = — e ** PSs7H2(14 O(s7°7%)) ds

1 am Jq

N —p3(4t3/2 /3-2t) ,—1/2 —3,-3/2

=2 E2(1 4+ 03 )) dt,
7 1/172
s 2 . oo 1/4 0o
where we used the substitution s = p*t. Decompose the integral as fl o2 = Jijp2 + fl e

The first of these is bounded by C e?*/3 for some C > 0 and we can ignore it. For the
second, we have O(p~3t~3/2) = O(p~3) and can take this outside the integral. Then by
the Laplace method,

/OO o PP (32 /3-2t) 4 =1/2 34 _ 29°/3 /oo o P lt=1)?+0(t-1)] 4=1/2 34
1/4 1/4

— 23732 r(1 4+ 0(1/p)) -

Thus (i) holds with ¢; = ﬁ. For (ii), we use that
[e.e] o0
/ e?% Ai%(s)ds — / Ai?(s)ds = const
-1

-1

as p — 0. With (3.4) we then get
-1 -1
1
/ e?Ps Ai%(s)ds = / e?P3 |s| 12 cos? (2532 /3 — /4) (1 + O(|s|73/2)) ds
. T J oo

1 X ot 1/2. 206, —8/2,3/2
= e 't cos“(2 t 3—7/4)dt + O(1),
m@L (2p 2432 /3 — 7 /4) dt + O(1)
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where in the last line we used the substitution ¢ = —ps. As p — 0, the integral in the last

line above converges to
1/oot1/2ezt dt = VT 7
2 Jo 2\/5

which proves (ii) with ¢y = ﬁ

When substituting p = 5(1_25)/3/2 into the last lemma, we find that

’U(E) — C€2a+(1+,8)/3 e*i5172*8 5(1*25)/6 6171261725 — C€2a+¥+% 67%5172/3 ]
Thus, m(e)/\/v(e) = Ce=*t1/4, which completes the proof of Theorem 2.1.

4. THE OVERDAMPED MODEL

The proof of Theorem 2.2 consists of two parts. First, we show that given an arbitrary
compact set X containing a neighbourhood of the origin (say X = [—1,1]), and given
an arbitrary negative time —7', the process ¢; starting at 0 at time —oo will be in X
with very high probability at time —7'. In a second part, we then take advantage of the
Markovian nature of the process to restart it at time —7T" and to show that the conclusion
of Theorem 2.2 holds uniformly over initial conditions belonging to X at time —7'. These
two steps are formulated as Proposition 4.1 and Proposition 4.2 below. Theorem 2.2 is
then an immediate consequence of these two results.

The first part can be formulated as follows:

Proposition 4.1. Let X = [—1,1], let T > 1, and let ¢, solve (2.4). Then, we have
lim liminf P°(q_p € X) =1.

o,e—0 s——00

Proof. Applying It6’s formula to the function ¢ — ¢2, we obtain

d 2t 2 o? 1 o?
—EQ:E<—2—74 9 7)<_7E2 o
1 q; €Qt eq+ (Jt‘f'8 E Qt+5+€7

where we made use of the fact that ¢t < — 1. The claim then follows at once from the fact

that we assumed that e — 0 and 0 — 0. O

The remainder of this section is devoted to the proof of the following statement, where
we denote by P~7°* the law of (2.4) with initial condition ¢_7 = z € X.

Proposition 4.2. Let q; solve (2.4). There exist constants c¢1,y > 0 such that if t; =

c1v/e|lno| then
(1) (Fast Pulling) for any o*/3|Ino|?/3 < (o) < 1,

L. _ . qt
1 fpT= f 2= =1.
010 2o {t}“@ﬁ >7}

(2) (Slow Pulling) for any o?|Ino|® < (o) < o*/3|Ina|~13/6,

~T,x . & _ _
P {tllngft\/i>’y} 1/2’ 0

lim sup
0l0 zex

and

lim sup ’]P’_T’“"C { sup & —7} — 1/2‘ =0.
ol0 zex t1 <t Vit
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Our approach in this section is based on that developed by Berglund and Gentz in
[BG02, BG06]. They consider similar equations to (2.4), but with drift terms (1/¢) f(q,t)
such that f(q,t) = —f(—q,t) and f(0,0) = 9,f(0,0) = 0. A simple example of such an f
is f(q,t) = tqg — ¢*. Our additional drift term arising from pulling means that we cannot
directly apply their results, except in a few cases as will be made clear.

4.1. Fast pulling. We begin by considering the fast pulling regime from Proposition 4.2.
In this case, the noise in the system is not strong enough to overcome the asymmetry
caused by pulling and the qualitative behaviour of ¢ is the same as that of the deterministic
solution ¢f** of the ODE

) 1
G = (e — (@) +e), SF=w. (4.1)
In particular, we will see that ¢** falls into the right-hand well by a time of order /e[ In o]
after the bifurcation and so too does ¢;. The strategy is as follows:

(1) Show that ¢ is of order /e when t = /e.

(2) Show that (g¢,t) then leaves the space-time set K(k) (see (4.8)), by a time of order
Vellnol.

(3) Show that ¢; approaches the right-hand well and stays in a small neighbourhood
of it up until any time t5 > 0.

(4) Show that by taking ¢s large enough, ¢; stays in a neighbourhood of the right-hand
well of order t1/2=7 for any 0 < v < 1/2 and all t > t,.

Step One: We begin by describing how ¢t behaves.

Lemma 4.3. Let ¢ be the solution of (4.1). Then we have, uniformly for all initial
conditions x € X,

i [etl for =T +ellne] <t< — &
T \Vefor —VESt< VE

and there is a constant C > 0 such that for all z € X, |qf¢!| < C for all -T <t < —T +
e|lnel.

Proof. Consider the equation
g (t) — g (1) +=0. (4.2)

By fixing ¢ and differentiating the left-hand side with respect to ¢}, we see that for t <0
it has no turning points and so admits a unique real-valued solution. Furthermore, we can
check that ¢% (t) < e and (¢%)'(t) = ¢%.(t)/(3¢%.(t)* — t) < ¢ for negative ¢ bounded away
from zero.

Suppose first that the initial condition satisfies > ¢% (—T). Define 2; = g°® — ¢’ (¢).
As long as z; > 0, we have Z; < tz/e so that

0< gl — g2 () < (z — ¢ (=T))e=T)/% |

Let tg = —T+¢|Ing|. If z, < 0 for some —T < t < t, which means that ¢{** < ¢, then the

analysis below for ¢ > tg can be applied from that time. Otherwise, the above inequality

shows that gji¢* < e.
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If 2z < ¢ (—T) then we define 2, = g% (t) — ¢f°. As (¢%)'(t) > 0 for negative ¢ bounded
away from zero, we have z; > 0 for such ¢. In this case, there is ¢; > 0, independent of
x € X, such that

1
2 < c1e + g(tzt + 3¢ (t 22

(t)2)
for all =T <t < tp. Furthermore, as long as z; < —t/6¢7 () (which is satisfied by z(—=T")
for all z € X by taking e sufficiently small) then 3¢* (t)27 < —tz/2 and so
1
z < cle+ —tz .
2e
This tells us

t
0 < ¢ () — g < (q"(~T) — z) =T/ 016/ o=/ g5,
=T

which shows that z; < —1/6q7 (t) for all =T <t < tp and we can use the above inequality
to again see that qd‘Et E.
We now analyse the behaviour for t > t9. As gj, det > 0 and qdet = 1 whenever q?et =0,

it follows that ¢f®* > 0 for all ¢ > ¢y. Therefore, for t >t we have
1
q;iet < ( det +6)

and so

t
gdet < q({)et (t2—t2)/2¢ +/ o(=5%)/2¢ 44 < coe/[t] for to St < — e (4.3)
to C2\[ for — f X \[

for some constant ¢y > 0. To obtain the lower bound, we use that for ¢t < 0, tq — ¢> > 2tq
as long as ¢ < [t|. By taking e sufficiently small, we have 0 < ¢, < +/|to| for all initial
conditions x € X. As long as 0 < ¢t < /|t], then

1
i > - (2t +<)

and ,
qdet > g e )/a / e(t2—52)/6 ds .
to

By (4.3), we certainly have ¢t < \/> for t < — /¢ and so the above inequality gives the
corresponding lower bound for qdBt up until this time. For —/e <t < /¢, we then have
tqlet — (gfet)? > — Ce for some constant C' > 0, so that ¢{'®* remains of order /¢ in this
interval. This completes the proof.

O

We now show that the deviation process y; := q; — ¢i® satisfies |y(v/€)| < he™/* for

some h < €3/4 which will complete Step One. The process y; solves

dyr = Zlaty + o, ] dt+ Wi y(=T) =0, (44)

where a(t) = t — 3(¢*")? and b(y;,t) = —3¢ity? — y3. For all pairs (y,t) € B(h) for a
choice of h = O(g/*) (see (4.7) and Lemma 4.4), we have |b(y,t)| < My?. Solving (4.4)
gives

t t
_ g ot,s)/e dw. 1/ a(t,s)/z—:b ds =: 0 1 4.5
w= [ e chp [ ds = b @)
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where a(t, s) = fst a(u) du.
We now define the space-time set B(h) mentioned above. If we write Var(y)) = o2v(t),
then we find that v(t) solves the ODE

ev=2a(t)v+1, ov(-T)=0.

Let £(t) be a particular solution of this ODE with nonzero initial condition, given by

R B T S LY
o e J_p ’ - 2la(-T)] '
Then we define
Bl) = (1) T < ¢ < VEIyl < /€ 7

and the stopping time 7,y = inf{t > — T : (y;,t) ¢ B(h)}. Before estimating 753(,), we
must first understand how a(t) and £(t) behave:

Lemma 4.4. Let ¢ solve (4.1), define a(t) =t — 3(qf*")? and let £(t) be given by (4.6).
Then, uniformly for x € X, a(t) <t for =T <t < — /e and |a(t)] = O(V/e) for |t] < \/e.
We also have, uniformly for x € X,

1

and |E(t)| = O(1/e) for all =T <t < \/E.

Proof. The assertions about a(t) follow from Lemma 4.3. We can use this to tell us how £(¢)
behaves, for which it is helpful to consider the case a(t) =t as an example. Furthermore,
since & solves €€ = 2a(t)§ + 1, this tells us that [£(t)| = O(1/¢). O

Having established the behaviour of all relevant quantities, we can now prove the fol-
lowing proposition telling us that sample paths are likely to remain in B(h) for all times

t < Ve

Proposition 4.5. There exists a constant C > 0 such that for all € sufficiently small, all
o < h < &¥* and all initial conditions = € X,
2

C h
~T,0
Py < Ve < Gew { - - (e} |
where r(h, &) = O(y/€) + O(he™3/*) uniformly for x € X.

Remark 4.6. Choosing h = ko+/|Ino| with k > 0 large enough guarantees that the right-
hand side tends to zero as o | 0 and that hv/&(\/€) < /€, in which case we may take
q(\/€) < /e uniformly for all z € X.

Proof. Recall the decomposition y; = 39 + y} from (4.5). We have for all t < TB(h) N VE,

1 t
|yt ‘ < 11 ea(t,u)/s \b(yu, u)| du

VED T VED e S

Mh? I
< h < sup f(u)) / e®buW/E gy,
E(t) \-T<u<t €J_r

Cth2
53/4
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for some constant ¢; > 0, where we obtain the final inequality by bounding

1/t (/e gy < C/lt| for t < — /=
eJ_r C//e for |t| < /e

and

—T<u<t 0671/4 for ’t’g\ﬁ

Therefore, if [y2|/\/E(t) < h(1 — c;Mhe=3/*) for all =T < t < /€ then we must have
TB(h) > V. Letting H = h(1 — c1Mhe=3/%), we obtain exactly as in the proof of Proposi-
tion 4.3 from [BG02] that for sufficiently small €,

~T,0 e C H?
ol o, g ) < Gee{ oo}

for some C' > 0. Note we cannot apply that proposition directly because our function
a(t) behaves differently for |¢t| < /e than the corresponding function there. In particular,
here a(t) < 0 for t < ¢, whereas in [BG02] a(t) = t + O(t?). However, in our case,
la(t, s)| = O((t — s)y/e) for —\/e < s <t < /e and we can check that this still allows us
to suitably bound the term Pj appearing in equation (4.23) of their proof.

1 C//|t] for t < — /e
—— | sup {(u)) <
50 (L 500) {

O

Step Two: We define for k > 0 the space-time set
K(r) ={(qt):t > Ve, @ = (1K)t} . (4.8)

The boundary of K(k) consists of the curves (£+/(1 — k)t,t). For the present case, we
only need to consider ¢ > 0 (for the slow pulling regime in Section 4.2, we will also consider
q < 0). Let t9 > /e and suppose that 0 < q(to) < /(1 — k)tg. Then for ¢ > ¢y and as
long as 0 < q; < /(1 — k)t, we have ¢ > ¢}, where

o
—dW,  ¢"(to) = q(to)/2 . 4.9
N q"(to) = q(to)/ (4.9)

1
dg; = —ktqy dt +
€
Solving this SDE gives

kL @-2y2e 0 [1 o)
q; = 2q(to)e + NA e dw; .
We now state two lemmas that are analogues of Lemmas 3.2.10 and 3.2.11 from [BGO06]
and are proved similarly. For the present section, we will only need to take ty = /¢ and,
by Step One, qo = q(v/€) < /. For the slow pulling regime, other initial conditions will
be considered. Let 7y(,) = inf{t > to : (q¢;,t) ¢ K(x)} and 7,) = inf{t > to : ¢f < 0}.

Lemma 4.7. Assume that q; starts at time ty > /e in qo > 0, where (qo,t0) € K(k).
Then there is C' > 0, independent of ty, qo and k, such that for all t > to + €/to,

Pto,QO{TK(H) >t 5 >t} < g\/%\/e*“(ﬁ*tg)/% ]
o

Lemma 4.8. Let gf start at time to > /€ in qo/2 > 0. Then there exist constants
Ch1, Cy > 0, independent of tg, qo and k, such that for all t > ty, the probability of
reaching zero before time t satisfies the bound

Cla ng2t0
Ploto fr8 < 41 < exp {— 0 .
g <t} < qov/to o?
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This second lemma shows that when ggv/fy > o, the linear process ¢ is unlikely to
return to zero for any time t > ty, while the first lemma shows that as ¢ increases the
probability of ¢ remaining in K(k) decreases. Therefore, we have ¢; > ¢ until time
Ti(x) and so g; must exit K(x) through the curve /(1 — )t. Indeed, there are constants
Cy, Cy > 0 such that for initial time ¢y = 4/ and any initial position gy =< /e, we have
for any t > 2,/¢ that

. Ciel/t - e Cio Cpe®/?
]P\/E’qo{ﬂc(,{) < t, T > t} >1-— 17\/1?6 /2 _ ﬁe}(p {_ 20_2 . (4'10)

In the present fast pulling regime, € > ¢*/3 and so the third term on the right-hand side
tends to zero as ¢ | 0. Picking t = y/2ke|Ino|, we see the second term also tends to zero
as long as k > 1/k. By a time of order y/¢|ln o, all paths will have left () through its
upper boundary.

Step Three: Firstly, we will see how deterministic solutions behave when started from the
boundary of K(x). For this, we let ¢% (¢) be the same solution of (4.2) that we considered in
the proof of Lemma 4.3, i.e. the unique real-valued solution existing for all timest > —T.
For t > 0 and ¢ sufficiently small, we have v/t < i(t) < V't + ¢/t, which can easily be
seen by the intermediate value theorem. For the sake of brevity, we shall write 7 to mean

Tic(w)- The following proposition tells us how ¢ behaves, where ¢0°"" solves

1
T = (T = ()P ), T == R)T. (4.11)

qt —g

Proposition 4.9. Assume that k € (1/2,2/3) and let n = 2—3k > 0. There is a constant
C > 0 such that the solution, qfet’T, of (4.11) satisfies

* eLT € * et. T (2 —12
0 < g} (t) — g <C(t37+(q (1) — g7 (7)) =2 )
for allt > 7 and e sufficiently small.

Remark 4.10. The condition k > 1/2 guarantees that paths do not re-enter K(k) after
leaving, while k < 2/3 ensures that the potential is convex outside of K(k).

Proof. The inequality ¢f®"" < ¢* (t) follows since 2“7 (7) < ¢* (1) and
“ q3.(t)
=——>5—2>0. 4.12
@0 = (1.12)

The proof of the other inequality follows along the same lines as that given in [BGO02,
Proposition 4.11]. Note, however, that unlike there we only need to take € sufficiently small
and not t. This is because in our case the value of afj, which is defined in equation (4.99) of
[BGO02], is given by —2(14o0.(1)), rather than —2(1404(1)). Similarly, M* = 3(1+40.(1)).
As ¢ (t) < Vt+e/t < (3/2)Vt for t > /e and € small, we can use (4.12) to show
(¢3)'(t) < (3/4)t71/2, giving K* = 3/4, where K* is also defined in (4.99). In [BG02],
K* =1/2, but the proof just requires that K* < 1. O

Now that we understand how ¢i®“” behaves, the final step is to show that g, starting
at the same point, stays close. Having shown that the analogue of Proposition 4.11 from
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[BGO02] holds, the proofs of the subsequent bounds there can easily be extended to our
case and we now show what these are. Let

. 1 207 (t,r) /e 1/t 207 (t,5) /e
t) = : - )/ g
YOG e .

where a7 (1) = t—3(¢i®"")? is the linearisation of the drift term around ¢\°" and a7 (¢, s) =

f; a(u)du. As is shown in Lemma 4.12 from [BG02], it follows from Proposition 4.9 above
that |a”(7)| < t so that £7(¢) < 1/t.
Now we write
AT(h) ={(g,t) : t > 7, lq — ¢/ < V/E (1)} (4.13)
and let 74- () = inf{t > 7 : (@,t) ¢ A"(h)}. The following bound on 74 (1) follows by the
analogue of Theorem 2.12 in [BG02]. It tells us that for k € (1/2,2/3) and any ty > 0,
there exist constants C, hg > 0 such that for h < hg7 and ¢ sufficiently small,

- C 1 h? h
T,/ (1—K)T
The right-hand side becomes small by choosing h = ko+/|Ino| for k large enough, for
which we note that 7 > /e by definition so that h < 7.

Step Four: Let us suppose that to > 1. By Step Three, we may write ¢(t2) = /t2 +
O(o+/|Ino|)+O(e) independently of 7i (.. For a given g(t2), let ¢t be the corresponding
deterministic solution starting at the same point. We can again obtain a similar bound
as in Proposition 4.9, but for simplicity let us just say that (9/10)v/f < ¢t < (11/10)v/%
for all t > 1. Letting y; = ¢, — ¢, we define 7(v) = inf{t > ty : |y,| > t'/>77} for
0 < v < 1/2. We again decompose y; into a linear part, 3¥, and nonlinear part, y}, as
in (4.5). Then a(t) = t — 3(¢f*)? < —t uniformly for all #+ > 1 and the function b(y, t)
containing the nonlinear terms now satisfies |b(y;,t)| < M+/ty? for all t < 7(7) and some
constant M > 0 independent of t3. We will show that P{7(y) < oo} — 0. For t < 7(v),
we have

1 K « S
< 2 [ e ()] du

to
3/2—2vy pt
QM / L)/E du,
e ts
< il

where the final inequality holds uniformly in ¢ and the constant C' > 0 is independent of
ty. Therefore, if |y9| < H(t) for all t > t5, where H(t) = t'/2>~7(1 — Ct™7), then we must
have 7(y) = co. Note that 1 — Ct~" > 0 and H(t) > 0 for all t > t, by taking ty large
enough. We have

P{sup |y?| >1} < i[[” sup 2] >1
t>ty H(t) \jzo s;<t<sjpr H(t) ’

where ty = s9 < s1 < ... is chosen by —a(sj11,s;) = €2. Note that, uniformly in j, we
have SJZ»_H — 82 < —a(sjt+1,50) = —a(sj41,85) — ... — a(s1,80) = (j + 1)e%, which shows
that s; = oo as j — oo. Call the summand on the right-hand side above P;. As H(t) is
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increasing, we can further bound P; by replacing H(t) with H(s;). We can also use for
sj <t < sj41 the inequality

) = / a(t,s)/e
|t’ ‘\[

This gives for all j > 0,
t
/ o—als)/e dWs' o VE —als)/ H(Sj)}
S0 o

c eQa(5j+1,5j)/5 H(Sj)Q
< 2exp _20_2 f5j+1 e2a(sj+1.8)/e (g
S0

. )2
Qexp{_cwygffg%)} ,
g

where the constant ¢; > 0 in the final inequality is independent of j. Note that the second
inequality comes from Lemma B.1.3 in the Appendix of [BGO06] and the final inequality
uses that o(s;y1,5) < —(s ?H — s%) uniformly for all sp < s < s;j+1 and all j. Summing

< eOéSJ

—a(s)/e dW, ‘

Pj<IP>{ sup

S0 ST Sj41

over j > 1 and using that s; —s;_1 > 052/8j uniformly in 7, we have

[e.e] o

— S5 7 85-1
ZPJ ijsj — 51
J=1 J=1
C o0
< ) ZPJSJ(SJ $j-1)
j=1
(0.9)
<C sP(s)ds,
t2

where

c1sH (s)? C052(1=7)
P(s) =2exp {%‘2 < 2exp ———

and cp > 0 is a constant. We have used that sP(s) is decreasing when bounding the series
by the integral above. Then

/ sP(s)ds < Co? exp{—62t22(1_y)/02}

t2
for some constant C' > 0 depending on ¢ and ~y, so that

P{sup i >1} Py +C—Qexp{ 02t2(1 7/02}
t>t, H(t)

and the right-hand side tends to zero as o | 0.

4.2. Slow pulling. We now consider the slow pulling regime from Proposition 4.2. In
this case, the noise dominates the dynamics and cancels out the asymmetry caused by
pulling. The process ¢; should, therefore, behave similarly to ¢;, where

1 o
dg; = = (tg — @) dt + —= dW} i(-T)=0. 4.15
G E(qt a) Jr\/g v, q(=T) (4.15)
As we have chosen G(—T') = 0, the law of § is entirely symmetric about zero. The strategy
is as follows:
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(1) Recall from [BG02, BGO06] that §; stays close to the origin with high probability.
At time t = /€, its typical spreading is of order oe~1/4,/|Ina].

(2) Show that paths of ¢; stay close to those of ¢; until g leaves the diffusion-dominated
strip S(h) defined below.

(3) Show that ¢; then exits the slightly larger strip, K(x), without returning to the
origin.

(4) Show that ¢; then finally falls into the potential well on the same side as it left
K(x) and remains there.

Step One: This step is the same as Step One from the previous section, except now we
are analysing the behaviour of ¢. Unlike in the previous section, we can use directly the
results of [BG02, BG06], which we now summarise. We again define the function £(t) as

in the last section and now a(t) := t — 3(g'°")?, where
5 1, . - .
it = Lo @, v =o.

Clearly, §°* = 0 and so now a(t) = t. Again, £(t) < 1/(|t| A /&) for =T <t < \/e. We
define the space-time domain

B(h) ={(¢,t) : =T <t < Ve, [q| < h/E(1)}
and the stopping time 73(,) = inf{t > — T : (G:,t) ¢ B(h)}. Applying Theorem 2.10 from
[BGO02], we see that there exist constants C, hg > 0 such that for ¢ sufficiently small and
h < hove,
2

P < V) < G {0 [1- o0 -0 ()]}

9

Choosing h = ko+/|Ino| for k large enough, the right-hand side tends to zero. At time
VE, we may take |G(v/€)| = O(ce~ 4/ Ina]).

Step Two: In the fast pulling section, we saw that at time /¢, ¢(1/¢) < /¢, from which
we could then show its subsequent exit from (k). Now we are considering the exit of g
from (k) and with other values of ¢(1/€) as found in Step One. Before looking at the exit
of ¢ from K(k), we must first analyse its exit from a smaller strip. We define for t > /e
the diffusion-dominated strip

- - h

st ={(at):t> vEial< 2]
and the stopping time 7g(y = inf{t > /e : (G, t) ¢ S(h)}. See Figure 3 in [BG02] and
Figure 3.12 in [BGO6] for an illustration of S(h) and K (k) (note that K(x) is denoted D(k)
in [BG02]). Let h* := hgo+/|Inco|, where hg > 0 is a constant sufficiently large so that
(G(/2),v/€) € S(h*). Applying Proposition 4.7 from [BG02] with the choices h = h* and
© = 2, we see that there exists C' > 0 such that for all o sufficiently small and all initial
conditions (qo, /) € S(h*),

2 (2

PYED (15 > ) < (f)zexp {2520 ou/mer /o

as long as o|In |32 = O(/¢), which we already assume in the slow pulling regime. We
can check that by taking ¢t = \/2keIn(h* /o) with k > 0 sufficiently large, the right-hand
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side tends to zero. For such a choice of k, we define t* = \/2keln(h*/o) and henceforth
assume Tg(p+) < 1.

The important point here is that by symmetry, ¢; exits S(h*) through either boundary
with equal probability. Now that we understand the behaviour of ¢ up until its exit from
S(h*), we turn to g;. The following lemma shows that ¢; is close to ¢; at time TS(h*)-

Lemma 4.11. If e(0) < 03| Ina| 713/ and Ts(h) < 7, then

3/4“ ‘13/8
~ e no
qTS(h*) = qTS(h*> (1 + O (0‘ .

The proof of this lemma is based on the following simple comparison of ¢; and ;.

Lemma 4.12. Let ¢ solve (2.4) with initial condition q(—=T) = x € X and let G solve
(4.15). We have, almost surely, for allt > — T,

t
gt + zel*=T)/2 ¢ q < G +/ e(t*=5%)/2e g (4.16)
-7

if £ <0 and
Ge < @ < G+ /t =512 Qg 4 g FPT)/2 (4.17)
-T
if x > 0.
Proof. We have

t
g = 3o B=T)/2 +/ o(2=57)/2¢
T

- é /tT o(t?=5%)/2¢ q3ds + \% /tT e =5)/2 qy, . (4.18)
By the comparison principle, ¢; > ¢; almost surely, where §; solves
Yog—ayar+-Zaw,,  §(-T)=z.

€ Ve

Using this lower bound for ¢ in the second integral on the right-hand side of (4.18) gives

t
gt < G +/ o(*=57)/2 g
-7

dg: =

When z < 0, we have §; < §¢; almost surely, which gives the upper bound in (4.16). For
the lower bound, we have

t t
G = xe(tz,p)/zs N i/ e(t2’s2)/25 qg ds + \0@/ e(t%s?)/% dw,
-T _T

t t
S pol-T9/2 _ 1/ o522 53 g | U/ o?=5)/2 qyp
eJ-r ° Ve Jor

(t2—-T2)/2¢

=zxe + G .

The case = > 0 is easier and does not involve §;. It follows along similar lines. O
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Proof of Lemma 4.11. For all \/e <t < t*, we have

*

t 4
/ =512 45 < O1v/7 (h) < Cyv/2 | Inof? (4.19)
ag

-T
and for all x € X,

* 4
|x|e(t2_T2)/2E <0 <h> e—T2/25 < Oy |1n0"26_T2/2€ ]
g

Of these two estimates, (4.19) gives the larger upper bound. Next observe that

TS(h*) < t* < 061/2“110"1/4 .

Therefore,
TS (I 1/4
] 1 _ VTS0 <C € '
‘qTS(h*) h* o 1n0‘3/8
Using (4.19) and the above inequality together with Lemma 4.12 gives the result. O

Step Three: Now we analyse the behaviour of g, rather than ¢, for t > 75¢,+). As we
saw in the fast pulling case, if ¢; starts at time tg > 1/ at qo > 0 with (qo,%0) € K(k)
then ¢ > ¢f as long as 0 < ¢; < /(1 — K)t, where ¢f was defined in (4.9). Unlike in the
previous section, we now have to also consider negative initial conditions. We would like
a bound of the form ¢; < ¢f in such cases, but now the bias of ¢; in the positive direction
makes this more difficult. In order to obtain a corresponding comparison with ¢, we need
an additional assumption on ty and gy as set out in the following lemma.

Lemma 4.13. Suppose that at time to > /e, q; starts at qo < 0, where (qo,to) € K(k) and
lgo| > e/to. Then we have q; < qf as long as —/(1 — k)t < ¢ < 0 and € is sufficiently
small.

Proof. For —\/(1 — k)tg < qo < 0, it is certainly true by comparison of the drift and initial
conditions that ¢; is bounded above by solutions of

1 o
de:g(fith+5)dt+$th, Z{B:qo’
as long as —/(1 — k)t < g¢ < 0. The result follows since
t t
z = qo e (t2—t5)/2¢ +/ et =%)/2¢ g 4 0/ eri(t?—s?)/2¢ dW,
to € to

t
< (g0 +CE/tO)en(t2—t%)/28 + o oR(t?—s?)/2¢ aw,

\/g to
qo 2 2 2 g t 2 2 2
< §en(t ~3)/2 / or (=52 quy
3

to

/

K
t -

)

g

This lemma shows that, under suitable conditions, we may compare ¢; and ¢f for both
postive and negative initial conditions gg. For gy < 0 we get analogous bounds to those in
Lemmas 4.7 and 4.8. In the previous section, we applied those lemmas with to = 1/ and
qo < v/z. We now apply these lemmas with to = 75¢,+) and |go| < h*/, /T~ (see Lemma
4.11). Note that if /e < 7g¢+) < t* then €/ty < [qo| and so the conditions of Lemma
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4.13 are satisfied. We obtain a bound similar to (4.10) and again see that (k) is left by

a time of order /¢|Ina]|.

Step Four: When ¢; exits (k) on the positive side, this part is exactly the same as Step
Three from the previous section. The other case when ¢ exits K(x) on the negative side
is similar. Firstly, we introduce ¢* (t), another real-valued solution of (4.2) existing for
t > /€ and satisfying the bounds —v/ < ¢* (t) < — Vt+¢/t and (¢*)'(t) < 0 for all such
t and € small. Note there is also a third real-valued solution of (4.2) between ¢* and g7,
which is an unstable equilibrium branch. By taking e small, we have ¢* (t) < —y/(1 — k)t
for all t > /e. Again writing 7 = Tk (x)» We need to check that the deterministic solution,
¢, of (4.11), with initial condition ¢%*7(r) = —,/(1 — )7, satisfies a bound as in
Proposition 4.9 of the form
0< g™ =g () <O (5575 + (@7 (1) = g (7)) 772

for all t > 7. The main thing to ensure is that ¢'°"", which has a bias in the positive

direction, does not re-enter the set K(x) after having left. To see that this is indeed the
case, first note that the derivative with respect to ¢ of the boundary curve, —y/(1 — k)¢, is

given by —%t‘l/ 2/T — k. The derivative of qf °“T when on the boundary of K (k) is given
by %t3/2(—/<a +¢)v/1 — k. Using that ¢t > /e, we see that the inequality

1 1
B keI -k < —§t_1/2\/1 — K
€

holds when k > 1/2+¢, which is true for all k > 1/2 by taking ¢ sufficiently small. Having
established that ¢* (t) < q? T < — /(1 — k)t for all t > 7 and ¢ sufficiently small, the rest
of the proof follows like Proposition 4.11 from [BG02]. The subsequent estimate (4.14)
above showing the concentration of ¢; in the set A7(h) then follows, where A7(h) was
defined in (4.13). Finally, we can show as in Step Four from the fast pulling section that
¢: stays in a neighbourhood of —v/t for all ¢ > t,.

5. THE FULL SOLUTION

We now consider the full equation (2.2) and show that for sufficiently small mass (large
B), it behaves like the overdamped solution of the previous section. The general strategy
is as in Section 4, namely we first show that if we start the system at the origin at time
s < —1, then the solution at time —1 belongs to a suitable set. This is done in the
following two propositions. We then provide a result that is uniform over all solutions
starting from the set in question. The first step is achieved by the following statement:

_ 1438 1438
2

Proposition 5.1. Let X = [—el=8, 1A, V= [—e ,e- 2 |, let T > 1 be a constant,

and let q; solve (2.2) with 8> 2. Then, we have
lim liminf P* (q_zT S X , P—oT € )}) =1.
o,e—0 s——00
Proof. We fix some arbitrary starting time s < —27" and we consider the solution to (2.2)
with initial condition g5 = ps = 0. We define the function ¥(p, ¢,t) by
o t 1, 1

U D=—-p?— 2+ —g*—qg+-pq.
(p,q,t) 5P T 54+ d At 5P
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Applying 1t6’s formula to W(p, ¢, t), we obtain

1 1
) —1-5 _ —
dlll(pta Qtat) < < € \Ij(pta qt, ) + U € 26(']1& 2:8 qt) dt + dM(t) ’
where M is some continuous martingale. Using ¢°~1¢? + ¢ > — (1/4)e'~#, we see that
d 1 1
—E¥ — e PEU 128 4 Ze1=2
1 (pe,qe, ) < —¢€ (pe, @ t) + 20 2 T3¢
It follows immediately that EW(py, qi,t) < 02/(2¢) + (1/8)e!~#. Since for t < — 2 we have
p 1 1 1 p 1 1
€ €
N £ > 2 4_ = 255 L2 e 2 128
(p,a,t) > p* + 0+ 20" = 0" —e > i+ g 3¢

it follows that
eqz <82 422 4% 425 ,
Ep? < 4e'7P 4 (1/2)e! 738 4 20% 718 4 (1/2)er28 .
The stated result then follows at once from Chebychev’s inequality. g

Now we use the previous proposition to restart the process at time —27". We denote by
P*? the law of the solution of (2.2) starting at time —27" with q_op = &, p_op = 0.

Proposition 5.2. Let X = [-1,1], V = [-e?,c78], let T > 1 be a constant, and let g
solve (2.2) with 3 > 2. Then, we have

lim  inf va( TEX,p_TEV)zl.
JE—)OmereV

Proof. Let
1, f 28 6
U(p,q,t “pgt PPt
(p,q.t) = 4q + 2pq+ P+ 1
Applying It6’s formula to ¥ (py, g4, t), we obtain
86+1

t 1 o2
PP+ oqf — <t ¥ o+ Pipa e+ L )dt+dM()

1
T ==

2

where M is some continuous martingale. Using that ¢ € [-2T, —T] and 5 > 2, we have
for sufficiently small ¢,

2

1 € O
] ) 4Pt Z 4 —
( 5P, t) + 467 4 0+

It follows that B (py, qr,t) < e 2D/ B (p_or, o, —2T) + 0% + 87+ + . We can
then use the bounds ¥(p, ¢,t) > *’p%/4 and ¥(p, q,t) > ¢*>/8 to obtain the result.

d\:[j(ph qt, t) g

™ | =

) dt + dM(t) .

g

We would like to use a singular perturbation approach to show that for ¢t > — T and
suitably large 3, sample paths of ¢; can be approximated by those of an overdamped
equation starting at —7'. For this, we need to first consider a process that is similar to ¢
but has better regularity. To this end, we introduce the processes () and P that solve

th:Ptdt, Q,T:P,T:O,

BAP, = —P,dt + - dW, .
15 t t +ﬁ t

(5.1)
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We find that

t
P, = ge V2P / e~ (t=9="" qw,
-T

and
o

Q+ \/th — PP =g 1/2P /_tT e (t=9)=77 W(s)ds .
For 0 > 0 we now define two events, £1 and Fs, by
E1 = {|Qq| > 0e7 /%7 for some t € [T, t5]} ,
Ey = {|P| > 07 Y2727 for some t € [T, t5]} .
Lemma 5.3. There exists C > 0 such that for all 6 > 0 and all t2 > 0,
P(E; U Ey) < Cty(ee " 4 eme7/2)
holds for o, € > 0 sufficiently small.
Proof. Since Q; = e~ 1/2F ffT e~ (t=9)7" W (s) ds, it follows that
P(Ey) < P{|W| > £~ for some t € [—T, 2]}
e=3/(t2+T)

g Ctg e

where C' > 0 is independent of § and t5. We also find that there exists C' > 0 independent
of § and t2 such that for € sufficiently small,

1
P(Ey) < Ctae 2 Lexp {—2525} .

The result follows by combining these two estimates. O

Now let yr = ¢ — Q:. It solves, almost surely, the second-order ODE

=g+t + Q) — (e + QP +e) . y(-T) =z, §(-T) =v.

The following proposition shows that for almost all paths in (E; U E2)¢, y may be ap-
proximated by the solution of a first-order ODE. Note that the condition on 3 is a little
stronger than necessary, but is required later on in this section.

Proposition 5.4. For all ty > 1, there exists C = C(t2) > 0 such that for all 5 > 2, all
0<d<p/2—1, all o2/(H+20) « = <« 1 and almost all paths in (E1 U E9)°,

o1 o _ _
y—g(t(yt+Qt)—(yt+Qt)3+5) < Cmax{ef =279 ge=3/25/2-20}

for all t € [T + 2e%7° t5] and o sufficiently small.
Proof. If we write z = 9, then almost surely the pair (y, z), which are differentiable, solve
y==z,
¥ !
€z=—2z+ gg(tyt + Q1) ,

where g(t,y: + Q1) = t(yt + Qi) — (Y + Q1) +&. For t > 0, we have g(¢,v/t) ~ 0 so that
we do not expect y; + Qy, or indeed y;, to be much larger than v/t. Therefore, we let
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T=1inf{t > — T : |y > 2y/t2}. On (E1 U E»)°, there is C' > 0 depending on t5 such that
for all =T <t < 7 Ato, |g(t,yr + Q1)] < C. We solve the equation for z to give

t

2z = Ue—(t—O—T)s_ﬁ + 8—(1+5)/ e—(t—s)s_ﬁ 9(5,?/3 + Qs) ds (5.2)
-T

almost surely, from which we deduce that |z < e P e~ ¢TDe? 4 O/e for all t < 7 A ts.
This immediately shows that for —T <t < (=T + 2¢%79) A 7 and sufficiently small ¢,

lys — x| <1+ CeP071 (5.3)
and so 7 > —T + 2779,
For —T + P70 <t < 7 Aty, we have || < C/e. Furthermore, for such ¢ we find

gty + Q)| < Cmax{e™! ge=1/2-8/2-0}

d
dt
Now we apply the Laplace method to the integral in (5.2). Fort > —T'+ 2e#=% decompose

the integral as
/ / /t ef— 5

Then, by the boundedness of g, we have
t—eh—9 8

/ e—(t—s)e g(s, Ys + Qs) ds

-T

t—ef—90

-5
<Ce¢

For the remaining integral, we use a Taylor expansion of g to give
9(s,ys + Qs) < glt, g + Q1) + Ot — s) max{e ™", e~ /27270,
Then
t -8
/ . eI g s,y + Qs) ds < gty + Qo)+
t—e

1 0Pe" 4 C max{e207179 e 1/2+38/2-201
which tells us that for —T + 279 <t <7 Aty and o sufficiently small,

1
2zt < (t Yt + Q) + C max{e? =270 ge3/2+8/2-20 (5.4)
In a similar way, we can also show that
1
2 > g(t Y + Q1) — Cmax{eP =270 ge=3/2+6/2-20) (5.5)

We will now show that the assumption 7 < to leads to a contradiction. For this, we will
show that if y, = +24/f2, then the right-hand side of (5.4) is strictly negative, whereas we
should have z, > 0 by continuity. The case y, = —24/fs is similar. First, we note that if
yr = +2+/t2, then there are constants C, Cy > 0 depending on t2 such that

9(7_7 Yr + QT) < -0+ 020'5_1/2_6

and for o sufficiently small, the right-hand side is strictly negative and bounded away
from zero. Then the conditions on ¢, 5 and § guarantee that the right-hand side of (5.4)
is strictly negative. This means that we must have 7 > t5 and so (5.4) and (5.5) hold for
all =T + 2P0 <t < to, from which the result follows. O

Now we will use Proposition 5.4 to tell us something about the SDE (2.2).
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Proposition 5.5. For all ty > 1, there exists C = C(t2) > 0 such that for all § > 2, all
0<6<B/2—1,allc?0+2) « ¢ < 1 and almost all paths in (E; U Ey)°,

q <q+e°P <qf
for all t € [=T + 2879 t5] and o sufficiently small, where

1
dgf = g(tq;t — (gF)® +e(1 £ r(0)))dt + % AWy, ¢F(-T+2P %) =2+3, (5.6)

with Wy the same Brownian motion appearing in (2.2) and
r(o) = Cmax{e’B_Q_‘s, 06_3/2+5/2_26} .

Proof of Theorem 5.5. We will show the upper bound. The lower bound is similar. Letting
to = —T + 2¢P~% we know by Proposition 5.4 that there exists C' > 0 and a process v,
solving

. 1 o _ _
y?Zgg(t,y?Jer)JrCmaX{&'B 270 geTHATATIY oyt — g 42

such that y; < y;7 for all t € [to, t2], where y; = ¢; — Q;. Note the initial condition for y;"
is chosen using (5.3). Therefore, ¢ < yt+ 4+ @¢. In the same way as in Proposition 5.4, we
can show |y;"| < 41/f5 for all tg < t < t by considering the sign of ;.

Now define n; = y;” + Q¢ + P P, and note that for all tg < t < ta, |n¢] < C for some
constant C' > 0 depending on 2. It solves

dn, = é(t(T]t—EBPt)—(ﬂt—éﬁpt)?)-i-&“-i-c max{e# 7179 ge1/2H5/2-20) dt—i—\% dWy . (5.7)
with initial position 1, < x + 3.

Denote the drift term above by f(¢,m, P;,e). We will now show that f is bounded in
such a way that allows us to use a comparison principle. As we are working on (E; U E»)¢,
we know that [e®Py| < ge=1/2t8/2=9 for all t € [to, t2] by definition. Note also that by the
conditions on § and &, max{e?~179 g~ 1/2+6/2-20} « ¢ We then have

Fltm Pre) < lom = + (14 7(0)))

where 7(0) = C max{e?=279 ge=3/2+8/2=20} for some constant C' > 0 depending on ts.
Let g, be the solution of

1
dqlgF = f(tqj — (qj)3 +e(1+7r(o)))dt+ idI/V,g , qt+0 =z+3.
€ Ve
By Lemma A.1 below, 1; < g for all ¢ € [to,ts] and almost all paths in (F; U E3)°.
Therefore, q¢; < n; — PPy < q — e8P, which gives the upper bound. O

This proposition allows us to complete the proof of Theorem 2.3.

Proof of Theorem 2.3. Firstly, let us consider the fast pulling case. That is, o/ 3 In 0]2/ 3k
e < 1. In this case, when 8 > 2 the term 1 —r(c) appearing in (5.6) is strictly positive and
bounded away from zero for all ¢ sufficiently small. Then the analysis of Section 4.1 can
be applied to ¢, (the slightly different drift term does not matter). By Lemma 5.3, we can
assume (E; U F»)° to hold, in which case |e8Py| < ge™ /248270 for all t € [T +2¢779 ty).
Therefore, we find that ¢, — PP, > v/t for all ¢;+/e[Ino| < t < to, where ¢p, v > 0 are
suitably chosen constants.
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For the slow pulling case, let 0 < § < £/2 — 1 and 0% (42 « ¢ < ¢*/3|1Ing|~13/6,
Then again 1+7(0) is positive and bounded away from zero for ¢ small and the analysis in
Section 4.2 applies to qtJr and g, . Note that, in the limit, ¢, and qt+ must “go the same way”
by comparison of their drift terms and initial positions and we know by Proposition 4.2
that the probabilities are 1/2 in either direction. As above, the term °P; does not change
anything. Therefore, ¢; behaves in the same way as ¢, and qtJr . O

APPENDIX A. A COMPARISON PRINCIPLE FOR SDE

We present a lemma that is a slightly modified version of Theorems 5.1 and 5.2 appearing
in [And72]. Our proof follows those given there.

Let (Q,F,P) be a probability space on which is defined a one-dimensional Brownian
motion W adapted to a filtration (F;): > 9. For ¢ > 0, let X (¢) and Y (¢) be two real-valued
processes evolving according to

X(t) = 20 + /Ot a(s, X (s), Z(s)) ds + CW |
(A1)

Y(t) =20+ /Ot c(s,Y(s))ds + CWy,

where C' is a constant, a : [0,00) x R? =+ R, c¢: [0,00) x R — R are continuous functions,
Z(t) is an Fi-adapted process with continuous sample paths almost surely and Z(0) = zo,
which is Fp-adapted. Note that X (¢) and Y (¢) have the same initial condition, which may
be constant or random as long as it is Fp-adapted.

Lemma A.1. Suppose there are constants Cy, Cy > 0 such that whenever |x| < Cy and
|z| < Ca, a(t,z,z) < c(t,x) for all t > 0. If, almost surely, | X (t)| < Cy and |Z(t)| < Co
for all t > 0 then

P{Y(t) > X(t) forallt 20} =1.
Proof. Define 7 = inf{t > 0 : Y (¢) — X(t) < 0} and set 7 = 400 if Y (¢) > X(¢) for all
t > 0. This is a stopping time because if ¢ > 0 then
{r=t}= () {Y()-X(r)=0}eF.
re0,t)NQ

Put D = {7 < 400} and assume that P(D) > 0. Then we can define a probability measure
Q(:) =P(-|D) on F. Let

XT(t)
YT(t)

X(t+71),
Y(t+r7).

By continuity, Q{X(0) = Y(0)} = 1. For any ¢t > 0, we can therefore write (almost
surely with respect to Q)

YTt) - XT(t)=Y({t+7)— X({t+71)

t+1
=Y(r)—- X(1)+ / c(s,Y(s)) —a(s, X(s),Z(s))ds

T

_ /0 o(s +7,Y*(s)) — als + 7, X*(s), Z*(s)) ds .
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The right-hand side is continuously differentiable in ¢ and so

() — X+
@{g%w — (r, X" (0)) - a(r,X+<o>,Z+<o>>} —1.

Therefore, Q{Y () > X *(¢) for all sufficiently small ¢ > 0} = 1. But due to continuity
of X and Y and the definition of 7, this probability should be zero. This contradiction
arises from the assumption that P(D) > 0. Therefore, P{r = 400} = 1.

O
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